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The aim of this article is to describe an existing implementation of a text summarizer for Polish, to analyze the results and propose the possibilities of further development. The problem of text summarizing has been already addressed by science but until now there has been no implementation designed for Polish. The implemented algorithm is based on existing developments in the field but it also includes some improvements. It has been optimized for newspaper texts ranging from approx. 10 to 50 sentences. Evaluation has shown that it works better than known generic summarization tools when applied to Polish.

Keywords: natural language processing, text summarizing

1. Introduction

The idea of text summarization is not new, and the concept of a summary is well grounded in everyday experience. To summarize is "to make into a short statement of the main points", as defined by Merriam & Webster Online Thesaurus [1]. This simple explanation can be elaborated within a more scientific approach. According to Van Dijk [2], summarization is the result of a process which consists of three phases: 1. Translation of a text from natural language into a logical model.

2. Macrooperations within this model, which allow to discover the macropropositions – the most important statements and macrostructures, the organization principle of ideas and arguments in the basic text.

3. Translating the macropropositions into a summary – a text in natural language

However, in Information Technology understanding and producing natural language is still a big problem. It is not possible to simulate the phases of summarization, which involve producing a logical model from a text, performing generalizations and deletions on the resulting propositions and then generating a summary in natural language.

It is because this method, called summarization by abstraction, would require:

• a parser which is able to detect the structure of the sentence;
• sentence surface dependency solver dealing with such issues as:
  – pronoun dependencies,
  – the issue of co-reference,
  – relations of time and place,
  – relations of cause, purpose, condition, concession and other represented by junctions,
  – lexical relations between concepts (exclusion, inclusion, intersection), – presupposition (a sentence can convey a presupposition that something else is true, e.g. P: "Peters dog is sick" carries a presupposition that Peter has a dog; the presupposition is true also if ¬P ("Peters dog is not sick"), – entailment (if a sentence implies something, but its negation does not e.g.

Karen is married to John entails "John is married to Karen"), – the relation between the topic and comment (thema and rhema, already given part of the sentence and the part containing new information); • a language interpreter able to operate on meaning, especially to perform abstraction, to detect meaning relations between lexical units (inclusion, exclusion, etc.), and to account for complex relations between ideas (consequence, alternative, equivalence, etc.);
• a language generator able to generate correct utterances in a natural language, which would convey a given meaning.

As we have mentioned before, current state of art does not allow to build a text summarizer based on this method, especially for Polish, where the required tools are far from available. A less powerful (but also less costly) alternative to abstraction is the method of extraction. Its main advantage is that it does not require "understanding" the meaning of the original text by the machine. The problem with this method is the constraint that it imposes on the summary: it has to consist only of phrases coming from the original text. It is easy to imagine a text, which has so many interdependencies between the sentences, that making a good summary by the method of extraction is impossible. In this situation the resulting summary may not conform to textual standards and it may not reflect the structure of the original text in a correct way. The conclusion is that the method of extraction should be expected to provide no more than an approximation of a correct solution of the problem of summarization.
The method of extraction involves the following steps: 1. Dividing the original text into basic processing units (usually sentences) and marking the beginning and the ending of each unit.
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3. Producing the summary by rewriting these units which have been assigned the highest score.

The most difficult step is the second one evaluation of text units. A number of methods have been proposed, an extensive overview of which can be found in FarsiSum [5] and GreekSum [6]. Here we shall recall the comprehensive list of criteria provided by Lin [7], which encompasses most of the earlier findings, and we shall briefly signalize the directions of current development.

The criteria suggested by Lin [7] are the following (the list and explanations as provided by Mazdak [5] and Pachantouris [6]):

1. **Baseline:** This is a scoring system according to which sentences take their marks depending on their place in the text. For newspaper texts, the first sentence of the text gets the highest ranking, while the last get the lowest.

2. **First sentence:** Similarly to the previous condition, the first sentence of each paragraph of the text is considered to be very important.

3. **Title:** The words included in the title along with the following sentences get a high score.

4. **Word Frequency:** Words, called open class words, which are frequent in the text, are more important than less frequent. The sentences including such keywords that are most often used in the passage usually represent the topic of it.

5. **Indicative Phrases:** Sentences containing phrases like ‖...this document...‖.

6. **Position Score:** There is a theory that certain types of documents have their key meaning in certain parts of it. For example in the newspaper text, the first four paragraphs are the most important, while in technical papers the conclusion section is the most important part.

7. **Sentence Length:** The score given to a sentence reflects the number of words in a sentence, normalized by the length of the longest text in the passage.

8. **Proper Name:** Sentences which contain proper nouns get a higher scoring.

9. **Average Lexical Connectivity:** The sentences that share more terms with other sentences are scored higher.

10. **Numerical Data:** The sentences that contain any sort of numerical data are scored higher than those that do not contain.

11. **Proper Name:** Certain types of nouns, like people’s names, cities, places etc are important in newspaper texts and sentences containing them are scored higher.

12. **Pronoun:** Sentences containing a pronoun (reflecting co-reference connectivity) are scored higher than those that do not contain.

13. **Weekdays and Months:** Sentences containing names of weekdays or months are scored higher.

14. **Quotation:** Sentences containing quotations may be important for some sort of questions, input by the user.

15. **Query signature:** When a user requires a summary he or she usually has a certain topic on his/her mind. The query of the user affects the summary in that the extracted text will be compelled to contain these words. Normalized score is given to sentences depending on the number of query words they contain.

The list provided by Lin is based on earlier works, in particular:

- Luhn [8], who introduced word-frequency-based rules to identify sentences to use in summary.
- Edmundson [9] who added cue phrases, the presence of title/ heading words and sentence location as evaluation criteria.

The list was the basis for the Scandinavian text summarizer ScandSum [3, 4] and its versions ported to other languages. For example ScandSum uses the following criteria (list and explanations as provided by Mazdak [5] and Pachantouris [6]):

1. **First line:** It should always be included in the summary. This is done by assigning it a very high score, 1000 in SweSum [11].

2. **Position:** Because SweSum supports two kinds of text, Newspaper and Report, the position score depends on the text to be summarized. In newspaper text the first line is the most important and gets the highest score, followed by the
others. There is a mathematical formula being used for defining the position score: Position score = \(1/\text{linenumber} \times 10\).

3. **Numerical values:** Whenever a number is identified in a text, the line that includes it gets one additional point.

4. **Bold Text:** By identifying the _B_ symbol in the HTML code, SweSum assigns the score 100 to lines containing bold text. This is because it sometimes shows the beginning of a paragraph or the first sentence of it.

5. **Keywords:** They are automatically identified as the most frequent words on the passage. The sentences that contain more keywords take a higher score than those that contain fewer or none.

6. **User Keywords:** The play similar role as the keywords described above, but the user defines which words should be used as keywords.

For each sentence the scores resulting from individual criteria are multiplied by predefined language-dependent coefficients and added together to calculate the score of each sentence:

\[
\text{Sentence score} = (C_j \times P_j)
\]

where:

- \(C_j\) — predefined language-dependent coefficient,
- \(P_j\) — score for \(j\)-th criterium.

Afterwards, 30% of the sentences (those with the highest scores) are rewritten to the output.
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2. **Defining the Problem**

The main defining features of a summary, which are commonly agreed on, are the following:

- it is a text,
- it is an account of some "original" text,
- it presents the main points of the original text,
- it is supposed to be shorter and more concise than the original.

The problem of summarization has several important characteristics, which have to be taken into account in defining and evaluating a valid summary:

1. It is a heuristic problem, which means that it has more than one correct solution. This results from the nature of language, well expressed by Chomskian transformation grammar. The same meaning can be expressed in various ways, e.g. "She is not married" is equivalent to "She is single", but also "We were not able to buy the tickets" can be equivalent to "The tickets were sold out" in certain contexts.

2. The correctness of a solution is arbitrary, because the criteria are fuzzy.

3. The solution can be approximated, which means that a summary which fulfills the criteria up to a certain degree can also be accepted as valid, although it will be rated lower than the summary which fulfills the criteria better (contains fewer errors, gives a fuller account of the original text etc.)

It appears that the evaluation criteria of a summary should refer to two kinds of features:

1. Relation to the original text:
   a. Does the summary give correct information about the possible world described by the original text?
   b. Is the summary a valid representation of the original (does it give correct impression about the original itself, its scope, structure and content?).

2. Relation to other textual standards, in particular:
   a. Is the summary coherent?
   b. Is the summary cohesive?
   c. Is the summary informative enough?
   d. Does the summary meet the needs of the reader?

These criteria define a correct summary. However, as it has been stated above, although we have formulated them as "yes-no" questions, in fact they are fuzzy and they can be measured quantitatively. If some of them are not fulfilled in 100% the summary will of course not be correct in every aspect but it may still be an acceptable and valuable. The purpose of the summarizing algorithm would be to generate summaries of a relatively good quality.
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3. The algorithm

The ST algorithm works in the following steps:
1. Divide the original text into sentences; mark the beginning and the ending of each sentence and each paragraph.
2. Generate frequency lists of nouns, numerals and proper names for the original text as a whole and for individual sentences.
3. Evaluate each sentence on the basis of multiple criteria and producing the summary by rewriting these sentences which have been assigned the highest score. Beneath we will discuss the steps of the algorithm in detail.

3.1. Step one

The aim of step one is to divide the text into sentences and paragraphs.

The text is divided into sentences and paragraphs by means of a separator "|" (marking sentence boundaries) and "_" (marking every new line) which have been chosen because they usually do not appear in texts. A sentence is defined as the smallest part of text between two marks from the set: ","",,"", ",".

The exceptions are the periods which:
- belong to popular abbreviations such as "tj.", "dot.", "itp." (the list of abbreviations is retrieved from a manually created file);
- follow a single letter, as in abbreviated names ("A. Nelson") and one-letter abbreviations ("a.");
- follow a number, as in "33. Mistrzostwa Polski", "4. miejscu".

The last rule causes a mistake when a sentence ends in a number, because then it will not be separated from the following sentence. However, taking two sentences for one is a better choice than cutting a sentence into two pieces, which would usually ruin the sense of the sentence.

Higher accuracy could be achieved here in the future by:
- using a list of most typical contexts where numbers appear inside sentences (semantic criteria such as: occurrence of a proper name after the period; the text being about sports events etc.) and treating all the other occurrences of period after a number as a sentence boundary. This could increase the accuracy a little bit but the cost of a mistake would still be high (the sentence would get divided in the middle);
- using a parser to find out which solution is correct. This would be the best solution but unfortunately there is no Polish parser available.

The algorithm marks as a paragraph:
- the smallest piece of text between two newline characters,
- the smallest piece of text between the beginning of a text and the first newline character,
- the smallest piece of text between the beginning of a text and the first newline character,
- the smallest piece of text between the last newline character and the end of the text.

This gives accurate results in most cases, but there are cases in which the markup is not exactly correct because the unit should be classified as a special element:
- titles, heading,
- list elements,
- signatures,
- photograph captions.

The units mentioned have special function, when compared to a paragraph, which marks the beginning of a new idea. A heading or title marks a topic of the following section. A list element belongs to one unit together with all other elements of the same list. A signature is information about the author of the text, so it does not carry structural information (it is metainformation about the text). A photograph caption represents or refers to a photograph, which is usually not present in plain text.

The enumeration is provided here just to signal the fact that a paragraph as marked in step one of the algorithm is not identical with the paragraph as a structural unit of the text. Some of the distinctions between the units mentioned here are made later by the algorithm (see: headings and lists markup). But the distinctions that do not affect the output (signatures and captions) are never made in this summarizing algorithm.

3.2. Step two
The purpose of this step is to find out about nouns, proper names and numerals in the text.

### 3.2.1. Nouns
The idea behind finding nouns is that they represent the topics of the text as well as the topics of individual sentences. That is why it is important to identify:

- which nouns appear in the beginning of the text (these are believed to be the most important ideas in the text),
- which nouns appear in the text several times (the sentences which contain these are believed to be more representative for the text and more closely connected to other sentences than the sentences that contain only unique nouns).

Noun frequency lists are needed for each sentence as well as for the whole text. A lexical scanner with a noun filter is needed to tokenize nouns because otherwise it would not be possible to account for multiple occurrences of the same noun (which is the core of this approach to topics). The algorithm uses the ILP library [14], which provides an interface to Polish Inflection Dictionary. The text is scanned with a simple lexical scanner which uses ILP to check the category and base form of the words. The scanner identifies all the nouns in the text and performs tokenizing (assigns to them the ID of their base form).

### Text summarizing in Polish

The problems with noun statistics are that:

- ILP library has no disambiguation and it returns all matching IDs.
- There is no lexicon of synonyms or other mechanisms for finding different words with the same meaning or reference.

As regards disambiguation, in step three the algorithm will choose one ID for each word form from the list of IDs retrieved by the lexical scanner. The ID will be chosen which is the most common in the given text. We can assume that in most cases even if a word has several meanings (e.g. "zamek" – a castle, a zip, a lock) only one of these meanings is present in a short newspaper text. Exact lexical meaning is of course not important as long as we can answer the question where else in the text this noun can be found.

### 3.2.2. Proper names
The idea behind finding proper names in the text is twofold:

1) proper names represent the topics in the text
2) proper names often provide valuable and precise information to the reader

Therefore a solution must be proposed, which accounts for multiple occurrences of the same proper name. There is no lexical scanner for proper names and it is impossible to devise one, because proper names are practically impossible to gather in a dictionary. That is why identification has to be based on stems rather than dictionary (in Polish proper names are inflected so their form and length can be different in different places). The stem is obtained from a noun by means of a simple computation:

- if the word consist of capital letters only, the stem is the whole word (this allows for necessary precision in abbreviations),
- in other cases the stem is the first half of the word plus so many following letters, that the ending that is cut off is shorter than 5 letters.

However, the algorithm does not produce a stem list. It compares two words and if the stem of the longer word form is found in the beginning of the shorter word form, the shorter word form is treated as an inflected occurrence of the longer one. Let us call it stem-based comparison.

Why is the longer form left? It is because without inflection rules we cannot determine whether a form has an inflection ending or whether it is in the nominative. The longer form is usually an inflected one, so the stem will be more accurate.

Let us now explain from the beginning how proper names can be identified in a text. ST treats as a proper name unit every word spelt with capital letter, not standing in the beginning of a sentence. A proper name unit can be a proper name itself or part of a compound proper name. After a series of stem-based comparisons between proper name units found in the text we are able to:

1. Find their occurrences in the beginnings of the sentences (by stem-based comparison).
2. Detect compound proper names.
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The detection of compound proper names is a very complex problem and there
is one inevitable source of inaccuracy: the algorithm works on an individual text only, and without any inflection patterns which could detect lack of concordance between units. Therefore it cannot recognize that a phrase should be separate if it is separate nowhere in the text, e.g., "stolica Gwatemali Izapa" or "Krakowa Markiem Nawarą". The implemented algorithm works by comparing occurrence lists of individual proper name units. It takes into account several cases, in which it tokenizes the neighboring units as one proper name:

- Several units are always used together in the text and none of them is a part of any other proper name in this text.
- A single unit is always used with certain other unit and never is used separately. The unit is then treated as an optional part of the compound proper name (e.g., in a name, where the surname is obligatory and the name is sometimes omitted).
- A single unit is always used with one of several other units and never separately. The unit is then treated as a dependent part of several compound names and tokenized together with the distinctive unit of these names. (e.g., in "Bank Handlowy", "Bank Społdzielczy", "Bank" is redundant for identification here, because it is always together with some other part).

Afterwards the proper names are tokenized and a frequency list is build for all the sentences separately and for the text as a whole. Compound proper names are of course treated as one item (they get one and the same ID).

### 3.2.3. Numerical data

The idea behind finding numerical data in the text is that the sentences containing numbers and numerals are more valuable (informative) to the reader than those which do not contain numbers or numerals. There is no need to identify the numerals/numbers denoting the same number in a text. It is sufficient if their presence is marked. The numerals/numbers are divided into three groups which reflect their importance:

1. Arabic numbers,
2. Roman numbers,
3. Numerals (a number expressed as a word).

Their occurrences are counted separately for each sentence and the types mentioned are scored differently (Arabic numbers are multiplied by the highest coefficient, numerals by the lowest one).

Arabic and Roman numbers are easy to detect with the help of regular expressions and this is done in step three. However, the detection of numerals is partly based on ILP. The lexical scanner which identifies nouns has also an extra filter for numerals. The data retrieved in this way is placed together with data about nouns in .se file. At the end of each line in this file there are numerals and the last position before the newline character is the number of numerals. The number of numerals tells how many positions in the line are occupied by numerals and how many by noun ids.

Text summarizing in Polish

The lexical scanner in ILP is currently not able to detect all the numerals. That is why scanning for numerals is completed in step three by means of regular expressions.

### 3.3. Step three

In step three, sentence scoring is performed. It is not a simple combination function which defines the score for each sentence, because the scores are not always mutually independent.

The basic score of every sentence depends on the following characteristics, which are mutually independent:

1. **Relevance to the main topic of the article.** This is measured by the presence of topic words — nouns taken from the first paragraph and from the first sentence of the second paragraph. For every "topic word" present, a sentence gets $P_1$ points.
2. **Position of the sentence in the paragraph.** The first sentence in the paragraph always gets $P_2$ points.
3. **Presence of proper names.** For each proper name a sentence gets $P_6$ points multiplied by the number of occurrences of this proper name in the text. The basic score of every sentence is also independent of the following characteristics which are dependent on other characteristics:
   1. **Baseline/Presence of numerical data.** If a sentence has some keywords
(nouns that are not unique) then for each Arabic number the sentence gets $P_3$ points, for each Roman number – $P_4$ points, whereas for each numeral – $P_5$ points.

2. **Baseline/position of the sentence (only after a sentence which has topic nouns and begins a new paragraph).** If the sentence is first in the paragraph and if it has some keywords (nouns that are not unique), it should get extra score $P_7$. If the sentence is after a sentence which has a positive baseline score, it should get extra score $P_8$. This mechanism is called forward conditional score propagation.

3. **Position of the sentence before a paragraph which has higher score.** If a sentence inside the paragraph has a higher score than preceding sentences in the same paragraphs, $1/P_9$ of its weight is propagated back to those sentences – added to their score. This mechanism is called backward score propagation inside a paragraph. It is performed as the last step, after score differentiation which is described below.

In the current version of the algorithm the values of the parameters are the following:

\[ P_1 = 4 \quad P_2 = 3 \quad P_3 = 4 \quad P_4 = 1 \quad P_5 = 2 \quad P_6 = 0 \quad P_7 = 5 \quad P_8 = 4 \quad P_9 = 1 \]
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The desired compression rate is 30%, therefore the text is reduced to that size. The sentences with the highest scores are rewritten to the summary. The rest is omitted. In order to avoid the situation where many sentences have the same score and for that reason the expected length of the summary cannot be achieved, score differentiation has been introduced. Score differentiation is an operation of multiplying the scores of all sentences by:

\[ y = ax^2 + bx + c \]

where \( x \) is the sentence number, and \( a, b, c \) are coefficients such that:

\[ c = 0, \quad b = -0.2/\text{minimum}, \quad a = -b/(2 \times \text{minimum}). \]

The minimum of the function is situated at:

\[ x = (2 \times L)/3 \]

where \( L \) is the total number of sentences in the text.

The result is that the score of the sentence in the beginning of the text gets multiplied by 1.1, the score of the sentence in the minimum gets multiplied by 1. The new score \( S \) is obtained from the previous score \( S_0 \) by:

\[ S = S_0 \times y. \]

However, this "standard" compression rate does not seem to be always a good idea. There should be other criteria connected with text structure and not imposed from the outside. There should be also a configurable maximum length (which could be considerably shorter than \( 1/3 \times L \) in case of long texts). Some text get summarized better or the user needs them shorter, but some text cannot be summarized, e.g. a telephone book or a recipe.

4. **Examples**

In appendix A we will present a examples of summarie. In these examples the sentences chosen for the summary are in bold. The rest of the text is in standard font. The sample of text have been produced from "Rzeczpospolita" corpus.

5. **Evaluation**

The evaluation method used was especially designed to take into account the criteria mentioned in the section "Defining The Problem". Among existing methods [10] there is no method which would take into account our criteria. This is the case for example with a popular method of "gold standard" which compares the set of sentences chosen by people and the set of sentences chosen by computer. It does not test coherence or informative content of the summary.

We are not going to discuss the evaluation method here in detail because it is complex and it deserves a separate study. We will just say that it is based on text linguistics and on input from users.
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It takes into account three criteria:

1) informative content,
2) misinformation,
3) T-grammaticality (which stands for correct relationships between sentences of a text).

Here we will only present the results of evaluation. The Figure 1 shows performance of different summarizing algorithms based on extraction. The detailed performance test was effectuated on three Polish texts from "Rzeczpospolita" corpus on which the ST algorithm had not been tested during development.

References
[7] Lin C. Y.: Training a Selection Function for Extraction. In the 8th International Conference on Information and Knowledge Management (CIKM 99), Kansa City, Missouri, 1999